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Abstract
Attitudes are intertwined with culture and language. But to what extent? Emerging perspectives in attitude research suggest that
cultural representations in language are more related to implicitly measured (vs. explicitly measured) attitudes, and that such
relationships persist across history and diverse languages. We offer a comprehensive test of these ideas by correlating (a) atti-
tudes toward 55 topics (e.g., Rich/Poor, Dogs/Cats, Love/Money) from ~100,000 U.S. English-speaking participants with (b) repre-
sentations of those same topics in word embeddings from contemporary English text, 200 years of English books, and 53 non-
English languages. Strong and robust relationships emerged between representations in contemporary English and implicitly but
not explicitly measured attitudes. Moreover, strong correlations with implicitly measured attitudes persisted across 200 years of
books, and most non-English languages. Results provide new insights into the nature of implicitly measured attitudes and how
they are intertwined with cultural representations that are relatively hidden in patterns of language across time and place.
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In the same way that groundwater can be contaminated with
environmental pollutants, our minds. . . appear to passively
absorb cultural biases that may result in prejudices. . .

—Olson and Kendrick (2011, p. 119)

Culture exerts a powerful force over how we think, feel,
and act (Mohr et al., 2019). Yet culture is notoriously hard
to define, let alone measure. Early perspectives even warned
that culture was like ‘‘an amorphous, indescribable mist
which swirls around society members’’ (Fine, 1979, p. 733).
Today, however, with advances in natural language pro-
cessing (NLP) and availability of massive text corpora, we
are newly equipped for large-scale, quantitative tests of cul-
ture as transmitted through language. That is, by measur-
ing repeated associations of concepts in language (e.g.,
repeatedly associating bad-insects/good-flowers), we can
gain insight into cultural representations, defined as concept
associations uncovered in large-scale language shared
across many people (Durkheim, 1974; Moscovici, 1994).

Quantifying cultural representations is crucial for
advancing understanding on the nature of attitudes and
especially the similarities or differences between attitudes

captured in relatively implicit versus explicit measures
(Greenwald & Banaji, 1995). Originally, both implicitly
and explicitly measured attitudes1 were hypothesized to
reflect some combination of both cultural inputs and per-
sonal values (Banaji, 2001), though the relative influence of
these factors remained debated (Karpinski & Hilton, 2001;
Nosek & Hansen, 2008). From among these debates, the
‘‘Bias of Crowds’’ perspective emerged to argue that impli-
citly measured attitudes mostly reflect culture (Payne et al.,
2017), with perhaps a small contribution from personal
values. In contrast, explicitly measured attitudes are fil-
tered through individual values, ideologies, and choices
(Cunningham et al., 2007; van Bavel et al., 2012) and thus
less directly reflecting culture.
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To support this emerging perspective on the nature of
attitudes, a key test would be to show strong links between
cultural representations in language and implicitly mea-
sured attitudes, but weak links between cultural representa-
tions and explicitly measured attitudes. In this vein, past
work has already provided suggestive evidence for relation-
ships between human attitudes and distributed patterns in
large language corpora (reviewed in Charlesworth &
Banaji, 2022b). For example, Caliskan and colleagues
(2016) documented eight biased associations in internet text
that were also observed on measures of human attitudes.
They concluded that cultural representations extracted
from large-scale text must therefore be reflections of impli-
citly measured attitudes, a conclusion that has since been
advocated by many others as well (Bhatia & Walasek,
2023; Bolukbasi et al., 2016; Charlesworth & Banaji,
2022b; Charlesworth et al., 2023; Hauser & Schwarz, 2022;
Lewis & Lupyan, 2020).

These interpretations largely stem from the observa-
tion that biases were present in both language patterns
and implicitly measured human attitudes. For example,
an anti-Old/pro-Young association was observed in inter-
net text and in humans’ implicitly measured attitudes
(Caliskan et al., 2016). However, anti-Old/pro-Young
associations are also observed on explicitly measured atti-
tudes (Charlesworth & Banaji, 2022a). Thus, the mere
presence of biased associations in both language and
implicitly measured attitudes does not determine whether,
and to what extent, cultural representations are relatively
more related to implicitly or explicitly measured attitudes
which, again, is the key test of recent perspectives on the
nature of attitudes. Although recent work sought more
direct tests of such relative relationships, the work is still
limited in considering only one topic (e.g., only gender
stereotypes; Lewis & Lupyan, 2020), only within individ-
ual participants (e.g., how words prime individuals’ atti-
tudes; Hauser & Schwarz, 2022), or only within one
cultural frame (e.g., contemporary English text; Bhatia &
Walasek, 2023). The current work offers a first compre-
hensive direct test of the relative strength of association
between cultural representations in language and impli-
citly versus explicitly measured attitudes across a set of
55 diverse attitude topics examined on aggregate across
~100,000 participants and billions of words of text.

Critically, the current case also goes beyond past
approaches to test two further hypotheses, elaborated
below. First, we test whether implicitly measured attitudes
will be tied to cultural representations even in historical
language because of long-term cultural transmission. After
all, one defining aspect of culture is that it is transmitted
across generations, with some cultural values showing
remarkable persistence (Bruner, 1956). We expect that
implicitly measured attitudes reflect these relatively persis-
tent cultural representations. Thus, contemporary impli-
citly measured attitudes will still be linked with language

from long ago (e.g., the 1800s). Explicitly measured atti-
tudes, however, are primarily filtered through personal val-
ues, which will update alongside changes in acceptability of
expressing certain prejudices (Crandall et al., 2002; Devine
et al., 2002; Marsden et al., 2020). Thus, if any relationship
between explicitly measured attitudes and cultural repre-
sentations exists, we expect it to be only with representa-
tions in contemporary language (from the 2000s) which
express the most similar ideologies.

Second, we also consider the prediction that implicitly
measured attitudes will be tied to cultural representations
from non-English languages because of widespread cultural
sharing. Indeed, a second distinguishing aspect of culture is
that it can be shared across languages and places, such as
through ‘‘horizontal borrowing’’ between neighboring lan-
guages and countries (Greenhill et al., 2009). Cultural
representations that are shared across English and non-
English languages may therefore also be related to the
implicitly measured attitudes from English-speaking U.S.
participants. This would mean, for example, that cultural
representations in Spanish, French, or even Urdu and
Telugu, might reflect similar representations (e.g., a prefer-
ence for Rich vs. Poor or Love vs. Money) that, in turn,
are intertwined with implicitly measured attitudes from
English-speaking U.S. participants. This result would fur-
ther underscore the widespread, shared nature of implicitly
measured attitudes.

This link between implicitly measured attitudes and cul-
tural representations is expected to be widespread across
most non-English languages. Yet it is possible that rela-
tionships will be strongest with non-English languages that
are relatively closer to English, whether through shared lin-
guistic roots (e.g., Indo-European languages) or geographic
proximity (e.g., languages spoken in France or Spain ver-
sus Madagascar or Sri Lanka; Greenhill et al., 2009). In
contrast, explicitly measured attitudes from English-speak-
ing U.S. participants are not expected to be related to cul-
tural representations from other languages because these
non-English cultures have different norms about what is
acceptable to express. In summary, through contemporary,
historical, and multi-language analyses, the current work
tests emerging ideas about the nature of implicitly versus
explicitly measured attitudes and how they are intertwined
with culture in language.

Method

Open Practices

All data and code are openly available through the project’s
OSF page: https://osf.io/9kg5h/. All analyses, data collec-
tion, and preparation procedures for contemporary English
language analyses were formally preregistered at https://
osf.io/d63pt. Additional analyses with historical data and
non-English languages were not preregistered.
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Data Sources

Attitude Data: Attitudes, Identities, and Individual Difference
Dataset. We began with a large dataset of humans’ impli-
citly and explicitly measured attitudes from the Attitudes,
Identities, and Individual Differences (AIID) project from
the work by Hussey and colleagues (2012). English-speaking
U.S. participants were randomly assigned to complete
attitude and belief measures for 95 topics. Based on inclu-
sion criteria that allow us to compute accurate measures of
these topics in language (see below), we use 55 topics, with
a final sample of 96,605 participants (Supplementary
Appendix for demographics).

Implicitly measured attitudes were operationalized with
D-score estimates from the Implicit Association Test (IAT;
Greenwald et al., 1998). Explicitly measured attitudes were
operationalized with self-reported seven-point Likert-type
scales, from 23 (e.g., strongly prefer Gay over Straight peo-
ple) to +3 (strongly prefer Straight over Gay people), with
0 reflecting no explicit preference index explicitly measured
attitudes. Additional explicit beliefs were also collected
(e.g., about attitude strength, certainty, and cultural pres-
sures). We use these additional explicit measures in prere-
gistered exploratory analyses below. Further details on the
AIID data are at https://osf.io/pcjwf/.

Text Data: Pretrained Word Embeddings. For the primary con-
temporary English analyses, we use nine pretrained data-
sets of word embeddings—vector representations of word
meaning that have already been trained and validated from
massive corpora of naturalistic text (Table 1).

For historical analyses, we used all available decades
from the word2vec Google Books dataset, with 20 decades
covering 1,800–2,000 (Hamilton et al., 2016). For non-
English languages, we used fastText embeddings trained on
Wikipedia and Common Crawl text from 53 non-English
languages (Grave et al., 2018). These 53 languages were
chosen because they were among the most commonly

spoken languages around the world and had available pre-
trained embeddings. To translate the ~35,000 word stimuli,
we used GPT3.5 as an automated dictionary (i.e., asking
ChatGPT to translate all stimuli into French, Spanish, and
so on). Fluent speakers checked a subset of translations for
accuracy and provided nearly identical translations when
performed by hand, indicating that the automated transla-
tions provided accurate word stimuli.

Extracting Cultural Representations From Text: Selecting Topics and
Word Stimuli. From the possible list of 95 topics in the
AIID dataset, we first determined which of these topics
could be accurately computed in text. Because we used pre-
trained static word embeddings, words are represented as
one-word phrases that collapse all meanings to one embed-
ding (e.g., ‘‘bank’’ has only one embedding). As such, we
excluded all attitude topics requiring two-word stimuli
(e.g., Bill Clinton) or with high polysemy (e.g., coke, which
could refer to soda or drugs). Inclusions were determined
by three independent coders, resulting in 55 final topics
(Supplementary Appendix for rating study). Stimuli lists
were then created using as many original stimuli from
AIID as possible. If the original stimuli were images (7 of
the 55 final topics), or highly polysemous (17 of the 55 final
topics), words were added using online thesaurus searches
(Table S2 in Supplementary Appendix).

Extracting Cultural Representations From Text: Four Methods of
Extraction. Cultural representations were extracted from
language using four approaches,2 each elaborated below.
All methods relied on computing cosine similarities
between word embedding vectors. Cosine similarities are
essentially correlations between the vectors of numbers
used to represent two words (e.g., the correlation between
the vectors to represent good and flowers). Higher cosine
similarities indicate more semantic overlap because the vec-
tors are close together in the word embedding space.

Table 1. Contemporary English-Language Pretrained Embedding Datasets

Language dataset name Dataset codename Word tokens (total size) Unique words (vocabulary)

GloVe Common Crawl gcc1 840 billion 2,196,017
GloVe Common Crawl-2 gcc2 42 billion 1,917,494
GloVe Wikipedia gwiki 6 billion 400,000
GloVe Twitter gtwit 27 billion 1,193,517
word2vec Google News wnews 100 billion 692,000
word2vec Google Books (1990) wbooks ~100 billion 71,097
fastText Wikipedia ftwiki 16 billion 999,994
fastText Common Crawl ftcc 600 billion 2,000,000
PPMI New York Times (2015) pnyt 94 million 20,936

Note. See the Supplementary Appendix for additional details and sources are provided in for all embedding datasets. The word2vec Google Books dataset

comprises ~500 billion word tokens across all 200 years; however, the estimate for the last decade of text alone is ~100 billion word tokens, which

corresponds to the 71,097 unique words. Similarly, the PPMI NYT dataset comprises 94 million word tokens across all 26 years, with a vocabulary of 20,936

unique words that are available across all years (see training details in the Supplementary Appendix). The fastText Wikipedia dataset also includes text data

from UMBC WebBase corpus and statmt.org news crawl corpus.
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Word Embeddings Association Test. The first two methods
use the Word Embeddings Association Test (WEAT),
which is computed much like an IAT D-score and compa-
rable to Cohen’s d effect sizes. WEAT begins by taking
four lists of words—Group-A, Group-B, Positive, and
Negative (Caliskan et al., 2016). With these words, we
compute the relative average cosine similarities between the
Group word vectors and the Positive/Negative word vec-
tors, and normalize by the pooled standard deviation
across all pairs of cosine similarities. To illustrate, for a
WEAT of Straight (e.g., represented by words heterosex-
ual, hetero, straight) versus Gay (e.g., homosexual, gay, les-
bian), we first take the average cosine similarities between
Straight words and all positive words, yielding a Straight-
positive association. Second, we repeat this for negative
words, yielding a Straight-negative association. Third, we
take the difference between these associations to get a rela-
tive Straight-positive/negative association. Fourth, we
repeat these three steps for Gay words, yielding a relative
Gay-positive/negative association. Fifth, we subtract the
Gay-positive/negative from the Straight-positive/negative
to yield the relative positive/negative differences between
groups, and normalize by the pooled standard deviation
across all pairs of cosine similarities between all words.
WEAT D-short is computed using positive/negative words
that are identical to those used in the AIID dataset (~7 pos-
itive, 7 negative words); WEAT D-long is computed using
the top 100 positive/negative words (from humans’ ratings
provided in the work by Warriner et al., 2013).

Mean Average Cosine Similarity Valence. Valence from Mean
Average Cosine Similarity (MAC) is computed by taking
two lists of words, Group-A and Group-B, and then identi-
fying the top-N words that have the highest relative cosine
similarity to Group-A over Group-B (Charlesworth et al.,
2022). Next, each of the top-N words is replaced with a cor-
responding valence score from human ratings (Warriner
et al., 2013) from 24 (very negative) to +4 (very positive).
The average across the top-N words’ valence scores is the
valence score of Group-AvB. We repeat this process to
compute the Group-BvA valence score and take the differ-
ence between Group-AvB vs. Group-BvA, resulting in a
relative valence score analogous to the WEAT and IAT.

To illustrate, for MAC valence of Straight versus Gay,
we first find the top-10 words with the highest cosine simi-
larity to Straight words and the lowest cosine similarity to
Gay words, resulting in words such as {conventional, stable,
unaffected}, which have an average valence of +0.94. We
then repeat the process for the top-10 words associated to
Gay versus Straight, resulting in words such as {stupid, seri-
ous, worried}, with an average valence of 20.47. Finally,
we take the difference between these two average valence
scores (0.942 [20.47]) to yield a relative MAC score of
+1.41. MAC-short is computed by pulling the top-10
words; MAC-long is computed by pulling the top-50
words.

Notes on Sample Size, Power, and Analytic Strategy. The final
sample of contemporary language isN=1,980, derived from
55 topics with 36 extracted language representations per topic
(4 extraction methods by 9 text data sources). Historical lan-
guage analyses use N = 4,400 observations derived from 55
topics with 80 extracted language representations per topic (4
extraction methods by 20 decades). Non-English language
analyses use N = 2,915 observations derived from 55 topics
with 53 extracted non-English representations.

Although each observed estimate is highly precise
because it is based on large data from human participants
and text sources, the nested sample sizes nevertheless set
upper limits on power. As such, we perform all analyses
using Bayesian inference with preregistered Regions Of
Practical Equivalence (ROPE; Kruschke, 2018). This mod-
eling approach is less vulnerable to power-related concerns
of Type II errors from null hypothesis significance testing.
Instead, the percentage of model posteriors falling inside
the ROPE can be used to directly quantify the amount of
evidence in favor of a hypothesized result (i.e., a meaning-
ful relationship between language representations and atti-
tudes). For inference, we preregistered that. 95% of the
posterior falling outside the ROPE (set at 0.1 3 SDy)
would provide strong evidence in favor of the alternative
hypothesis (i.e., that language is related to attitudes).
If. 95% of the posterior falls inside the ROPE, we have
strong evidence in favor of the null. Any percentages below
95% that fall inside/outside the ROPE are interpreted as
inconclusive evidence.

Bayesian linear regressions were fit using the stan_glm()
function from the rstanarm package in R (Goodrich et al.,
2020). All models converged with default parameter set-
tings: weakly informative priors were automatically
adjusted by rstanarm (in this case, the prior for the coeffi-
cient was centered at 0, with a scale of 1.8), with default
MCMC (Markov chain Monte Carlo) sampling settings
(four chains; 2000 iterations, with 1000 iterations discarded
from burn-in).

Results

Are Implicitly or Explicitly Measured Attitudes More
Related to Cultural Representations?

Results showed strong evidence in favor of a relationship
between cultural representations and implicitly measured
attitudes, Medposterior = 0.45, 95% Credible Interval
(CIposterior) = [0.30, 0.61], with 100% of the posterior fall-
ing outside the ROPE (Figure 1A). This moderate relation-
ship was also robust across 32 of 36 model specifications
(Figure 2). Implicitly measured attitudes and cultural
representations thus appear to be intertwined across nearly
all large-scale language dataset in use today. In contrast,
we found only weak evidence for a relationship between
cultural representations and explicitly measured attitudes,
Medposterior = 0.15, CIposterior = [20.05, 0.34], with 68% of
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posterior falling outside the ROPE, indicating more ambig-
uous evidence (Figure 1B). Only 2 of 36 model specifica-
tions had. 95% of their posterior outside the ROPE
(Figure 2).

Entering both aggregate implicitly and explicitly mea-
sured attitudes simultaneously (as preregistered), we found
that the relationship between cultural representations and
implicitly measured attitudes continued to be meaningful

(with 100% of the posterior falling outside the ROPE), but
the relationship with explicitly measured attitudes wea-
kened, such that only 26% of the posterior for the explicit
attitudes’ estimate fell outside the ROPE.

Moderation by Attitude Topic Domain. The diverse 55 topics
enabled a secondary (preregistered) exploratory analysis of

Figure 2. Relationship Between Attitudes and Cultural Representations From Contemporary English-Language Text Across 36 Model Specifications
Note. Model estimates are derived from the four methods of extracting valence from text for each of the nine commonly pretrained
embedding models listed in Table 1. Bayesian estimates are ordered from the smallest (on the left of the plot) to the largest (on the right of
the plot) based on the strength of relationship with implicitly measured attitudes. Name codes of the embedding models are provided in
Table 1.

(a) (b)

Figure 1. Relationship Between Attitudes and Cultural Representations Drawn From Contemporary Pretrained English-Language Word Embedding
Models. Panel A Depicts the Relationship With Implicitly Measured Attitudes; Panel B Depicts the Relationship With Explicitly Measured Attitudes
Note. Higher scores on the x-axes (to the right of the plot) indicate that human participants held more positive relative attitudes toward the
first concept (e.g., ‘‘Rich People’’) over the second concept (e.g., ‘‘Poor people’’). Similarly, higher scores on the y-axes (to the top of the
plot) indicate that the text had more positive relative associations with the first concept over the second concept.
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whether some domains of attitude topics may have stron-
ger relationships between cultural representations and atti-
tudes. Perhaps explicitly measured attitudes are distinct
from cultural representations primarily for socially sensi-
tive topic domains (i.e., social groups) where specific rules
govern the expressions of prejudice; yet relationships could
still emerge for less-sensitive topic domains (e.g., concrete
objects, abstract concepts). However, as reported in the
Supplementary Appendix, we found no meaningful mod-
eration by domain, indicating a robust absence of relation-
ships between explicitly measured attitudes and cultural
representations. Similarly, we found no moderation by
domain for implicitly measured attitudes and cultural
representations, indicating a robustly strong relationship,
regardless of domain.

Additional Explicitly Measured Beliefs. Finally, we performed a
preregistered exploration of relationships between cultural
representations and an additional 45 explicitly measured
beliefs (e.g., ‘‘there is cultural pressure to think positive
things about Straight people’’; Supplementary Appendix).
Only 11 of these explicitly measured beliefs passed preregis-
tered thresholds for meaningful relationships. These 11
meaningful relationships generally emerged with percep-
tions of cultural beliefs, such as ‘‘how does society evaluate
Straight versus Gay people,’’ which had a relationship of
Medposterior = 0.33, [0.16, 0.52], 100% outside ROPE.
Crucially, however, even these few relationships seemed to
be explained by the relationship with implicitly measured
attitudes. That is, adding both IAT D-scores and cultural

perceptions weakened relationships with cultural percep-
tions, Medposterior = 0.19, [0.03, 0.36], 90% of posterior
outside ROPE, but the IAT D-scores continued to be
strongly related to cultural representations, Medposterior =
0.38, [0.21, 0.54], with 100% of the posterior outside
ROPE. We return to this important finding in the general
discussion. No other explicitly measured personal beliefs
(e.g., certainty, polarity) were meaningfully related to lan-
guage representations (Supplementary Appendix).

Relationship of Attitudes and Cultural Representations
Across Time

We next test the prediction that implicitly measured atti-
tudes reflect cultural representations that are relatively per-
sistent over time. Repeating analyses with 200 years of
historical book text revealed relationships between impli-
citly measured attitudes and cultural representations even
in the earliest decade (Figure 3). Indeed, the timeseries of
20 decade-wise correlations between implicitly measured
attitudes and cultural representations showed no meaning-
ful change in correlations, Medposterior = 0.0036, [0.0008,
0.0064], 0% outside ROPE. Thus, implicitly measured atti-
tudes of contemporary U.S. English-speaking participants
appear to reflect cultural representations transmitted from
at least 200 years ago.

We again found no meaningful relationships with expli-
citly measured attitudes and cultural representations in his-
torical text, and no evidence of change in the relationship,
Medposterior = 0.0081, [0.0061, 0.010], 0% outside ROPE
(Figure 3). Nevertheless, the slope for explicitly measured
attitudes was, descriptively, 2x larger than that for impli-
citly measured attitudes. This may suggest that, to the
extent that explicitly measured attitudes and cultural repre-
sentations have any relationship, it is more likely when
both attitudes and text reflect similar contemporary values.

Relationship of Attitudes and Cultural Representations
Across Languages

Finally, we test whether implicitly measured attitudes
reflect cultural representations that are shared across
diverse (non-English) languages. Using the average score
from 53 non-English languages, we found a meaningful
relationship with implicitly measured attitudes, Medposterior
= 0.31, [0.27, 0.35], 100% outside ROPE (Figure 4A). In
addition, directly comparing the strength of relationships
between English and non-English languages in an interac-
tion model showed no meaningful interaction, Medposterior
=20.14, [20.34, 0.06], 66% outside ROPE, implying that
relationships were similar in strength for English and non-
English languages (Supplementary Appendix for further
details). Once again, no meaningful relationship appeared
between cultural representations in non-English text and
explicitly measured attitudes, Medposterior = 0.08, [0.04,

Figure 3. Relationships Between Contemporary Attitudes and Cultural
Representations in Historical Text Across 20 Decades
Note. Y-axis indicates magnitude of correlation between attitudes
and language (averaged across four methods of extraction from
language). X-axis indicates the decade of the text data source.
Orange lines indicate correlations with implicitly measured attitudes;
blue lines indicate correlations with explicitly measured attitudes.
Thin lines indicate raw correlation estimates; thick straight lines
indicate fitted Bayesian slope.

6 Social Psychological and Personality Science 00(0)



0.12], 15% outside ROPE, with no meaningful interaction,
Medposterior =20.07, [20.31, 0.17], 56% outside ROPE
(Figure 4B).

These 53 non-English languages vary considerably in
their closeness to English. For instance, languages such as
Spanish and French are spoken in countries that are geo-
graphically close to the United States and share Indo-
European linguistic roots. Other languages such as
Malagasy and Malay are spoken in countries much further
from the United States and belong to the Austronesian lan-
guage family. We explore such variation by fitting individ-
ual language models (i.e., separate Bayesian regression for
Spanish, French, etc.) and examining possible moderators
of relationships across non-English languages.

For implicitly measured attitudes, 55% of languages (29
out of 53) showed meaningful links to cultural representa-
tions (Figure 5A; full table in Supplementary Appendix),
suggesting the two are intertwined even across (most) lin-
guistic boundaries. For instance, the strong positive evalua-
tions in English of Rich versus Poor, Thin versus Fat, or
even Love versus Money are also among the strongest asso-
ciations in Spanish, Hungarian, Telugu, and many others,
and such consistent representations are also captured in
implicitly measured attitudes. In contrast, explicitly mea-
sured attitudes showed no meaningful relation to language
estimates in any of the 53 languages (Figure 5B).

We next test two moderators: (1) language family, a bin-
ary variable (Indo-European versus non-Indo-European
languages); and (2) geographic proximity, a continuous
variable of the miles between the United States and the clo-
sest point of the primary country in which the language is
spoken (e.g., closeness to Spain for Spanish).3 Although

descriptive results were in the expected direction, with geo-
graphically more distant and non-Indo-European languages
showing weaker relationships, neither variable was a mean-
ingful moderator: language families, Medposterior = 20.07,
[20.15, 0.00], 22% outside ROPE; geographic proximity,
Medposterior = 20.03, [20.07, 0.00], 0% outside ROPE
(Figure 5). Other moderators (e.g., rates of immigration
between the primary speaking country and the United
States, or other indicators of cultural similarity) may more
meaningfully explain which languages show stronger links
to U.S. English-speakers’ implicitly measured attitudes.

General Discussion

Attitudes are an ‘‘indispensable construct’’ in social psy-
chology (Allport, 1954). Yet the nature of this construct
seems continuously open to debate and interpretation
(Albarracı́n et al., 2005). These debates seem especially
vocal when discussing the similarities and differences of
implicitly versus explicitly measured attitudes (e.g., Kurdi
et al., 2021; Schimmack, 2021). Among these debates, the
Bias of Crowds perspective (Payne et al., 2017) inspired a
new suggestion that implicitly measured attitudes are par-
ticularly and strongly tied to cultural representations,
whereas explicitly measured attitudes are more filtered
through personal values. Testing such ideas directly has
proved challenging because of the complexities inherent in
quantifying cultural representations at scale (Mohr et al.,
2019). Here, equipped with NLP, we measured cultural
representations in large language corpora to provide a
comprehensive analysis of (a) the relative relationship
between cultural representations and implicitly versus

(a) (b)

Figure 4. Relationships Between Attitudes and Cultural Representations in English Versus Non-English Text
Note. Panel A indicates the relationships with implicitly measured attitudes; Panel B indicates the relationships with explicitly measured
attitudes. Y-axis indicates magnitude of the estimated language effect from either English (gray) or non-English (orange or blue text).
Individual dots indicate the 55 individual attitude topics. Gray line indicates the estimated relationship between language and attitudes for
English text; colored lines (orange or blue) indicate the estimated relationship between language and attitudes for non-English text.
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explicitly measured attitudes, as well (b) the persistence of
such relationships across history, and (c) the spread of rela-
tionships across languages. In the process, we arrived at a
more nuanced understanding of the nature of implicitly
measured attitudes and their unique intertwining with cul-
tural representations in language.

Robust Relationships Between Implicitly Measured
Attitudes and Cultural Representations

The clearest result is that implicitly measured attitudes were
strongly and robustly linked to cultural representations in
large-scale text. Most notably, implicitly measured attitudes
correlated with cultural representations in contemporary
English text regardless of the underlying text corpus (e.g.,
Wikipedia vs. internet text vs. books). Implicitly measured
attitudes are thus not only tied to cultural representations
revealed in relatively spontaneous texts (e.g., Twitter and
internet text) but also representations in more controlled
sources (e.g., edited books). Implicitly measured attitudes
may therefore relate to the consistent and shared cultural
representations (e.g., consistent positive representations of
Rich over Poor or Love over Money). Explicitly measured
attitudes may be more related to idiosyncratic representa-
tions that vary across contexts.

Skeptics may wonder whether the robust link between
implicitly measured attitudes and cultural representations
is simply because implicitly measured attitudes are,

themselves, a proxy for participants’ explicit knowledge of
culture (Karpinski & Hilton, 2001) and awareness of cul-
tural stereotypes (Devine, 1989; Katz & Braly, 1933). This
interpretation is not supported by the current data.
Implicitly measured attitudes continued to have a meaning-
ful relationship with cultural representations even after
controlling for participants’ perceptions of how the culture
evaluates topics. Implicitly measured attitudes thus appear
to be tapping into the cultural representations that are rela-
tively more hidden in language patterns and are not reduci-
ble to explicit, reportable cultural knowledge.

Implications for Perspectives on Implicit Social Cognition
and the Persistence of Culture

Links between implicitly measured attitudes and cultural
representations persisted over 200 years of books text and
text from 29 non-English languages. Such evidence sug-
gests that implicitly measured attitudes are affected by
chronically and widely accessible cultural representations.
Importantly, this idea that implicitly measured attitudes
pick up chronically accessible content is unlike the analogy
in the Bias of Crowds model that implicitly measured atti-
tudes mainly pick up temporary culture as though it were a
temporary ‘‘wave passing through a crowd’’ at a sports
game (Payne et al., 2017). Rather, cultural representations
in language appear to reflect an environment that is much
more static and consistent—more like the sports arena

(a) (b)

Figure 5. Relationships Between Attitudes and Cultural Representations in Non-English Languages, Predicted by Geographic Proximity of Language
Speakers
Note. Panel A Indicates the Relationships for Implicitly Measured Attitudes; Panel B Indicates the Relationships for Explicitly Measured
Attitudes. X-axis indicates the geographic proximity between the United States and the language speakers’ primary country (e.g., Spain for
Spanish speakers); higher values indicate more distance from the United States. Y-axis indicates magnitude of the estimated slope between
attitudes and cultural representations in language.
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itself (similar ideas are evoked in the work by Payne et al.,
2019).

To be clear, there is surely a role for temporary concept
accessibility to explain temporary malleability in individual
participants’ implicitly measured attitudes (Kurdi &
Charlesworth, 2023). However, when it comes to implicitly
measured attitudes aggregated across large samples of par-
ticipants, it appears that they better reflect the chronically
accessible, persistent, and widespread concepts in culture.
This interpretation also aligns with data showing that
implicitly measured attitudes are slower to change over the
long term (Charlesworth & Banaji, 2022a), because to
change them would require uprooting long-enduring pat-
terns and representations in culture and language
(Charlesworth & Hatzenbuehler, 2024).

Implications for Understanding Explicitly Measured
Attitudes

Explicitly measured attitudes were robustly distinct from
cultural representations, with a meaningful absence of rela-
tionships not only in contemporary English but across all
200 years of text, and all 53 non-English languages. This is
perhaps surprising given that implicitly and explicitly mea-
sured attitudes are often related to one another (Nosek,
2005, 2007). However, this implicit–explicit relationship is
not perfect. The current data suggest that this imperfect
overlap may arise because implicitly and explicitly mea-
sured attitudes are shaped from different sources. Whereas
implicitly measured attitudes reflect hidden patterns of cul-
ture in language, explicitly measured attitudes may be more
filtered through participants’ personal values and ideologies
and the norms about what they think they should express
(Crandall et al., 2002; Devine, 1989).

Looking at example topics that show the strongest
deviations helps reinforce this interpretation. Participants
expressed an explicit preference for United States (over
Japan), Science (over Astrology), and Intelligent (over
Athletic people), all of which would be preferences that are
in line with what ‘‘should be’’ expressed based on status
and prestige (e.g., it is unpopular to like Astrology). Yet
these topics showed the reverse associations in contempo-
rary English and in implicitly measured attitudes (e.g.,
Astrology was more positive than Science on the IAT and
in language). Although early perspectives (e.g., Rudman,
2004) proposed similar ideas that implicitly and explicitly
measured attitudes come from unique sources, the current
work provides some of the first quantitative large-scale
data supporting such hypotheses about the differences of
such attitudes.

Limitations

By necessity, the current project simplified the vast com-
plexity of both attitudes and culture. First, we focused on a
relatively small sample of 55 attitude topics that does not

fully capture the variety of humans’ attitudes. Although
the relationship of implicitly measured attitudes and cul-
ture was robust across three topic domains (e.g., concrete
objects, abstract concepts, and social groups), future work
will nevertheless benefit from measuring attitudes and cul-
tural representations across a broader sample space. This is
especially important for historical and non-English analy-
ses because attitude topics more relevant in the past (e.g.,
explorers, pioneers, or pirates) or to other cultures (e.g.,
racial groups such as Mulatto or Indigenous that matter
more in other countries) were omitted because of the cur-
rent focus on contemporary U.S. English data.

Second, and related, given the thousands of words to
translate, we relied on ChatGPT3.5 to automate transla-
tion. However, the limitations of ChatGPT in generating
false information (Alkaissi & Mcfarlane, 2023) could have
introduced errors. Supplemental tests using hand-translated
stimuli lists with fluent speakers suggested such errors were
unlikely. Nevertheless, translations are generally limited
because some concepts in English do not have direct analo-
gues in non-English languages (and vice versa). Future
research may therefore consider more culturally applicable
translations and topics.

Third, all analyses were correlational. This was neces-
sary for testing relationships between implicitly measured
attitudes and language across long historical timespans
(after all, we could not experiment on historical minds),
and to scale-up analyses across languages and media types
(e.g., internet, books, newspapers). Nevertheless, to
improve causal interpretation, future work could add
experimental approaches (e.g., Hauser & Schwarz, 2022),
such as testing whether repeated exposure to texts with cer-
tain latent cultural representations (e.g., books reflecting
more pro-Poor/anti-Rich representations) shift readers’
implicitly but not explicitly measured attitudes.

Conclusion

Despite these limitations, the work delivered new insights
into the nature of attitudes and their intertwining with cul-
tural representations through language. Returning to the
analogies offered in the opening citation from the work by
Olson and Kenrick (2011), it seems clear that our culture,
like a hidden environmental pollutant, ‘‘contaminates’’ our
implicitly measured attitudes (and vice versa). Our more
controlled and conscious explicitly measured attitudes, in
contrast, appear to add a filter (perhaps personal values,
ideologies, and norms of expression) such that pollutants
are not directly reflected in explicit measures.
Understanding this deep interweaving with culture is
important for thinking about the possibility of, and opti-
mal methods for, change. After all, although some of the
attitude topics studied here are innocuous (e.g., Simple vs.
Difficult, Hot vs. Cold), others carry social consequences
(e.g., Straight vs. Gay, White vs. Asian) that warrant
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change. The current work suggests that changing such con-
sequential attitudes likely demands creative new strategies
(Paluck et al., 2021) to simultaneously address not only the
attitudes but their persistent and widespread links with cul-
tural representations in language.
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Notes

1. We use the term implicitly measured attitudes to highlight
that we are interpreting results in terms of the outcomes of
measurement procedures (i.e., representations that are mea-
sured indirectly), and are more agnostic as to the construct
itself (De Houwer et al., 2009).

2. For non-English analyses, we only perform the WEAT D-

short analysis since (a) all metrics showed consistent corre-
lations with one another and (b) we do not have data on
valence ratings of traits in other languages, which would be
required for MAC analyses.

3. Language families and geographic proximity are meaning-
fully related to one another, r = .45 [.21, .64], but are not
perfectly overlapping (e.g., some physically close languages,
such as Hungarian and Tatar, are from non-Indo
European families). As such, we explore both proximity
and language families as potential moderators.
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